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Abstract 
Background: Diabetes and cardiovascular disease are two of the main causes of death in the United States. Iden-
tifying and predicting these diseases in patients is the first step towards stopping their progression. We evaluate the 
capabilities of machine learning models in detecting at-risk patients using survey data (and laboratory results) and 
identify key variables within the data contributing to these diseases among the patients.

Methods: Our research explores data-driven approaches which utilize supervised machine learning models to iden-
tify patients with such diseases. Using the National Health and Nutrition Examination Survey (NHANES) dataset, we 
conducted an exhaustive search of all available feature variables within the data to develop models for cardiovascu-
lar, prediabetes, and diabetes detection. 

Using different timeframes and feature sets for the data (based on laboratory data), multiple machine learning mod-
els (Support vector machines and adaptive boosting) were evaluated on their classification performance. The models 
were then combined to develop a weighted ensemble model, capable of leveraging the performance of the disparate 
models to improve detection accuracy. Information gain of tree-based models was used to identify the key variables 
within the patient data that contributed to the detection of at-risk patients in each of the disease’s classes by the da-
ta-learned models.

Results: Diabetes and cardiovascular disease (CVD) are two of the leading causes of death in the United States. 
Detecting and predicting these diseases in patients is the first step to halting their progression. In this study, it was 
used Adaptive Boosting (AdaBoost) and Support Vector Machines (SVM) together as prediction. The purpose of 
this study was to know whether AdaBoost SVM could produce good accuracy. Tests were conducted using 50% data 
training and 50% data testing. Dot kernels were used to SVM. The highest accuracy value of AdaBoost SVM was 
accuracy 98.54%. Therefore, it could be that AdaBoost can improve the performance of SVM in prediction of CVD 
disease severity.

Conclusion: We conclude machine learned models based on survey questionnaire can provide an automated identi-
fication mechanism for patients at risk of diabetes and cardiovascular diseases. We also identify key contributors to 
the prediction, which can be further explored for their implications on electronic health records.
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Introduction
Diabetes and cardiovascular disease (CVD) are two of the most 
common chronic diseases that cause death in the United States in 
2023, approximately 9% of the U.S. population was diagnosed 
with diabetes, and the remaining 3% were undiagnosed. Addi-
tionally, approximately 34% were prediabetic. However, almost 
90% of adults with prediabetes were unaware of their condition. 
Meanwhile, cardiovascular disease is the leading cause of death 
in the United States every year. Approximately 92.1 million 
adults in the United States live with some form of cardiovas-
cular disease or stroke, with direct and indirect medical costs 
estimated to be more than $329.7 [1-5]. 

There is also a link between cardiovascular disease and diabe-
tes. The American Heart Association reports that at least 68% of 
people with diabetes over the age of 65 die from heart disease. 
A systematic literature review by Einarson et al. 4,444 authors 
concluded that 32.2% of all patients with type 2 diabetes suffer 
from heart disease [6-8].

In a world of ever-increasing data volumes, where hospitals are 
gradually implementing big data systems, the use of data analyt-
ics in the healthcare system offers great advantages to provide 
analytical information, improve diagnoses, improve outcomes 
and reduce costs in particular, the successful implementation of 
machine learning expands the work of medical professionals and 
improves the efficiency of the healthcare system [ 6-8, 5].

Significant improvements in diagnostic accuracy have been 
demonstrated through the use of machine learning models in 
collaboration with clinicians. Since then, machine learning mod-
els have been used to predict many common diseases, including 
predictioning diabetes, identifying hypertension in diabetics, 
and predictioning patients with cardiovascular disease among 
diabetic patients [9]. Machine learning models can help identify 
patients with diabetes and heart disease. There are often a num-
ber of factors that help identify patients at risk for these common 
conditions. Machine learning can help identify hidden patterns 
in these factors that might otherwise be overlooked [5, 9-17].

In this article, we use a supervised machine learning model to 
predict diabetes and cardiovascular disease [2-4]. Although the 
association between these diseases is known, we are designing 
models to independently predict cardiovascular disease and dia-
betes to benefit a broader patient population [3].

As a result, commonalities between diseases that influence predic-
tion ions can be identified. He also considers prediction prediabe-
tes and undiagnosed diabetes. The National Health and Nutrition 
Exam Survey (NHANES) dataset is used to train and test multiple 
models to predict these diseases [18, 19]. This article also describes 
weighted ensemble models, which combine the results of multiple 
supervised learning models to improve prediction power [10, 20].

NHANES Data
The National Health and Nutrition Examination Survey 
(NHANES) is a program developed by the National Center for 

Health Statistics (NCHS) to assess the health and nutritional 
status of the United States population [6, 7, 10]. This dataset 
is unique in that it combines survey interviews with physical 
and laboratory tests performed in a medical setting. Survey 
data consists of socio-economic, demographic, nutritional, and 
health-related questions. Laboratory tests consist of medical, 
dental, physical and physiological measurements performed by 
health care professionals.

NHANES continuous data began in 1999 and is conducted an-
nually with a sample of 4,444 to 5,000 participants. The sam-
ple uses a nationally representative sample of civilians obtained 
through a multistage probability sampling design. In addition to 
each individual's test results, the frequency of chronic diseases 
in the population is also recorded. For example, information re-
garding anemia, cardiovascular disease, diabetes, environmental 
pollution, eye disease, and hearing loss is collected [6-8, 20]. 

NHANES provides insightful data that has made important con-
tributions to the American people. This provides researchers 
with important clues about the causes of disease, based on the 
distribution of health problems and risk factors within the popu-
lation. In addition, health planners and government agencies can 
identify and set policies and plan research and health promo-
tion programs to improve current health conditions and prevent 
future health problems [21]. For example, data from previous 
studies have been used to create growth curves for assessing 
child growth, which have been adapted and adopted as reference 
standards around the world. Evidence of undiagnosed diabetes, 
obesity epidemic, high blood pressure, and cholesterol levels has 
led to intensification of education and prevention programs to 
raise public awareness with a focus on diet and physical activity.

Material and Methods
Machine Learning Models
Machine Learning Models in our study, we use supervised learn-
ing model-based support vector machine (SVM) based Adaptive 
boosting (AdaBoost) to age prediction diabetes and cardiovascu-
lar disease (CVD) [18, 22]. The learning algorithm is provided 
with training data that includes both recorded observations and 
labels that correspond to categories of observations. The algo-
rithm uses this information to create a model that can predict 
which output label to assign to a new observation, given a new 
observation. The following section briefly describes the model 
used in this project [13-17].

Supervised Learning
Prediction Using Ad boost Support Vector Machines {(X1, X1), 
… , (xmym)} [23-26]. The purpose of this training was to build a 
model that can provide prediction results according to the target 
test data. The training data was used to build a predictive model 
that was applied to the test data. Supervised learning allows you 
to make discrete predictions called predictions. Prediction is the 
division of a system into groups or classes according to estab-
lished rules or criteria [27].
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•	 Support Vector Machine (SVM)

Figure 1: Optimal hyperplane illustration on SVM (Source: [28]

SVM is a supervised learning method developed by Vatnik in 
1992 for prediction [29-33]. SVM aimed to solve prediction 
problems by forming a hyperplane that maximizes the margin. It 
is done by splitting two data classes. The edge was the minimum 
distance between the hyperplane and the nearest points (support 
vectors) for each class. In SVM, the optimal separating hyper-
plane is determined by specifying the maximum edge distance 
p between different classes. Given a Dataset D = {(x1, y1), …, 
xm, ym}, xi E X, yi E Y = {−1, +1}, SVM resolved the following 
mathematics model: 

For misprediction error cases, it was added C parameter and 
slack variable so that SVM mathematics model becomes: 

With C > 0.
For linearly non-separable cases, it was added kernel function. 
Kernel function could be defined as

There were various kernel functions i.e. [28]

Adaptive Boosting (AdaBoost)
The AdaBoost (adaptive boosting) algorithm was proposed by 
Yoav Freund and Robert Shapire in 1995 [28, 34-38]. This meth-
od aimed to maintain weight distribution W of base classifier 
(SVM is a base classifier in this paper) iteratively AdaBoost was 
an ensemble method that improved the prediction results by con-
structing a set of classifiers and combining it. Given a dataset:    

D = 

this method performs base classifier training

iteratively as many cyclest = 1, 2 …. T. Initial weight vector W1 
in this training was arranged the same as follows:

At each round, the weight vector would be updated until it ob-
tained the right result. The base classifier worked to find hy-
pothesis ℎt = {−1 + 1}, for Wi the quality of hypothesis ℎt (xi) 
measured by training error Et as follow:

Training error was calculated from the trained weights vector. If 
Et> 0,5, then the weighting process was stopped, and iteration 
was not continued.

After the hypothesis was accepted. AdaBoost would determine 
the weight of hypothesis ℎt, at. It was obtained at   ≥ 0 i f Et   ≤ 
0,5 and the value of at would be increase since εt was decreased. 
Thus, it was formulated as follows:

Then, the weight vector Wt
i were updated to. 

With Zt was a normalization constant that made 

could be distributed. The hypothesis resulted H (x) based on the 
number of weights of T hypothesis of the base classifier as fol-
lows:
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Table 1: AdaBoost Algoritm [39-42]
1.
2.
3.

4.

AdaBoost SVM
AdaBoost SVM was an AdaBoost method that uses SVM as the 
base classifier [24-26, 39, 40, 43, 44]. The algorithm for this 
method was similar to that in Table 1. AdaBoost performed hy-
pothesis weighting of the SVM method to achieve higher ac-

curacy. At each cycle, the weight of misprediction errors was 
increased while the weight of already correctly classified errors 
was decreased, reducing their potential weight in the next cycle. 
This process was to predict the class (label) of hypothesis ℎt

Table 2: AdaBoost SVM algorithm [45, 41, 42]
1.
2.
3.

4.

Result and Discussion
Source Data
National Health and Nutrition Health Survey 2013-2014 
(NHANES) [46]. Subset of age prediction conducted by the 
Centers for Disease Control and Prevention (CDC), collects ex-
tensive health and nutrition information from a diverse popula-
tion in the United States. Datasets are huge, but often too large 
for specific analytical purposes. In this sub dataset, we focus on 
predicting the respondent's age by extracting a subset of features 
from the large NHANES dataset. 

These selected characteristics include physiological measure-
ments, lifestyle choices, and biochemical markers that are 

thought to be highly correlated with age [47]. The NHANES 
dataset was created to assess the health and nutritional status of 
senior and adult in the United States. Centers for Disease Control 
and Prevention (CDC), specifically through its National Center 
for Health Statistics (NCHS). Survey respondents throughout 
the United States. Data was gathered through interviews, phys-
ical examinations, and laboratory tests. Was there any data pre-
processing performed? For this subset respondents 65 years old 
and older were labeled as “senior” and all individuals under 65 
years old as “adult.”. Has no missing values. Additional Infor-
mation The original full dataset can be foundat: https://wwwn.
cdc.gov/nchs/nhanes/search/DataPage.aspx?Component=Ques-
tionnaire&CycleBeginYear=2013
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Table 3: Variable Table
Variable Name Role Type Demographic Description Units Missing Values

SEQN ID Continuous Respondent Sequence Number no
Variable Name Role Type Demographic Description Units Missing Values

age group Target Categorical Age Respondent's Age Group (senior/non-senior) no
RIDAGEYR Other Continuous Age Respondent's Age no
RIAGENDR Feature Continuous Gender Respondent's Gender no

PAQ605 Feature Continuous If the respondent engages in moderate or 
vigorous-intensity sports, fitness, or recre-

ational activities in the typical week

no

BMXBMI Feature Continuous Respondent's Body Mass Index no
LBXGLU Feature Continuous Respondent's Blood Glucose after fasting no
DIQ010 Feature Continuous If the Respondent is diabetic no

LBXGLT Feature Continuous Respondent's Oral no
LBXIN Feature Continuous Respondent's Blood Insulin Levels no

Additional Variable Information Class Labels: RIAGENDR: 1 represents Male and 2 represents Female. PAQ605: 1 represents that 
the respondent takes part in weekly moderate or vigorous- intensity physical activity and a 2 represents that they do not.

Process
In this experiment we use framework rapid miner tools [48].
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Accuracy
Performance Vector:
accuracy: 98.54% Confusion Matrix:
True: Adult Senior Adult: 571 7
Senior: 3 102
classification error: 1.46% Confusion Matrix:
True: Adult Senior Adult: 571 7
Senior: 3 102
kappa: 0.945 Confusion Matrix:
True: Adult Senior Adult: 571 7
Senior: 3 102
weighted_mean_recall: 96.53%, weights: 1, 1 Confusion Ma-
trix:
True: Adult Senior Adult: 571 7
Senior: 3 102
weighted_mean_precision: 97.97%, weights: 1, 1
Confusion Matrix:
True: Adult Senior Adult: 571 7

Senior: 3 102
spearman_rho: 0.945
kendall_tau: 0.945
absolute_error: 0.018 +/- 0.105
relative_error: 1.75% +/- 10.52%
relative_error_lenient: 1.75% +/- 10.52%
relative_error_strict: 20.68% +/- 269.77%
normalized_absolute_error: 0.021
root_mean_squared_error: 0.107 +/- 0.000
root_relative_squared_error: 0.127
squared_error: 0.011 +/- 0.087
correlation: 0.945
squared_correlation: 0.893
cross-entropy: 0.054
margin: 0.016
soft_margin_loss: 0.018
logistic_loss: 0.319
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•	 Visualizing of plot view the model performance figure. 2

Figure 2:  Plot View model performance

•	 Visualizing of AUC, the model performance figure. 3

Figure 4: AUC

Figure 3: AUC Optimistic
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Figure 5: AUC Pessimistic

Conclusion
We conclude machine learned models based on survey question-
naires can provide an automated identification mechanism for 
patients at risk of diabetes and cardiovascular diseases. We also 
identify key contributors to the prediction, which can be further 
explored for their implications on electronic health records.
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